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Figure 1
(a) Changes in ! global mean sea level (teal line; Jevrejeva et al. 2008), " summer Arctic sea-ice area ( yellow line; Walsh & Chapman
2001), # 0–700-m ocean heat content (orange line; Levitus et al. 2009), $ sea-surface temperature (brown line; Rayner et al. 2006),
% mean ocean-surface pH (blue line; Natl. Res. Counc. 2010), and & atmosphere pCO2 (red line; Petit et al. 1999). Light purple shaded
region denotes projected changes in pH and pCO2 consistent with the Intergovernmental Panel on Climate Change’s
twenty-first-century A2 emissions scenario with rapid population growth. (b) Time series (as identified in figure key): trends in world
population (Goldewijk 2005), U.S. coastal population (Wilson & Fischetti 2010), anthropogenic nitrogen fixation (Davidson 2009),
North American marine biological invasions (Ruiz et al. 2000), global marine wild fish harvest (Food Agric. Org. U.N. 2010),
cumulative seagrass loss (Waycott et al. 2009), cumulative Caribbean coral cover loss (Gardner et al. 2003), cumulative mangrove loss
(Food Agric. Org. U.N. 2007), cumulative global hypoxic zones (Diaz & Rosenberg 2008), and global mariculture production (Food
Agric. Org. U.N. 2010). All time series in panel b are normalized to 1980 levels. Trends with <1.5-fold variation are depicted as solid
lines (left axis), and trends with >1.5-fold variation are depicted as dotted lines (right axis).
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Figure 1 |Global mean 1T (0–700m) with respect to a 1957–1990
climatology. a, Estimates of Domingues et al.7 (DOM), Ishii et al.8 (ISH)
and Levitus et al.9 (LEV), all of which have been corrected for XBT biases.
Earlier (uncorrected) estimates of Ishii et al.10 (ISH-UNCOR) and
Levitus et al.11 (LEV-UNCOR) are also shown. b, ISH and LEV 1TIF (solid
lines) and 1TSS (dotted lines) results. c, Recent observed 1T estimates
compared with the CMIP3 20CEN MMR for the subsets of models
including VOL and NoV. MMR results are also shown for the CMIP3 SRES
A1B scenarios, constructed from the same VOL and NoV subsets defined
by the 20CEN models. The SRES A1B results include fewer model
simulations than were available in the 20CEN MMRs. All time series are
computed from spatially complete data, except the dotted lines in b. For
visual display purposes only, all observational data are five-year
running averages.

that in both models and observations, the Atlantic warming is
larger than in the Pacific.

The 20CEN multimodel response (MMR) trends are more
sensitive to the inclusion or neglect of volcanic forcing than to
the use of spatially complete or subsampled data (Fig. 2). In
most cases, the NoV 1TSS and 1TIF trends are larger than the
corresponding observed estimates, whereas the VOL model results
are bounded by the observational data. Recent evidence suggests
that the century-scale 1T changes in the VOL simulations may be
biased low as a result of the neglect of pre-Krakatoa eruptions20, but
this will have little impact on the spatial structure of our normalized
fingerprint (see below).

Before conducting our D&A analysis, it is important to verify
that the models used here do not systematically underestimate
natural variability, particularly on decadal timescales relevant to
the detection of a slowly evolving ocean-warming signal. Such
comparisons are hampered by the relatively short length of existing
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Figure 2 |Observed and simulated least-squares linear trends in 1T over
1960–1999. Results are for global mean 1T and for 1T in six individual
ocean basins. CMIP3 20CEN MMRs are based on different choices of
applied external forcings (black bars for NoV, grey bars for VOL) and data
coverage (spatially complete model data as solid bars; subsampled model
data as checkered bars). Observations include infilled (solid lines) and
subsampled (dashed lines) estimates for both Ishii et al.8 and
Levitus et al.9. Domingues et al.7 estimates are available only for the infilled
case. North Atlantic, NAtl; South Atlantic, SAtl; North Pacific, NPac; South
Pacific, SPac; North Indian, NInd; South Indian; SInd.

observational 1T estimates. Similar comparisons with longer
observational sea surface temperature records21 show no evidence
that CMIP3 models systematically underestimate observed sea
surface temperature variability on 5–20-year timescales.

Here, we use the variability metrics S5 and S10 to compare the
combined spatiotemporal variability of simulated and observed
five- and ten-year trends, respectively. This is done separately
for 1TSS and 1TIF. For each ocean basin (and for the global
mean), non-overlapping L-year trends in the 1T time series,
where L is length in time, are pooled together and the standard
deviation is computed from the pooled samples (see Methods).
For ten-year trends over 1960–1999, for example, there are 28
samples (four non-overlapping ten-year trends ⇥ seven regions).
Because volcanic eruptions contribute to multiyear variability7,15,19,
the 20CEN VOL simulations (rather than the control runs) are
the most appropriate integrations for comparing the amplitude of
simulated and observed spatiotemporal variability.

With infilled observations and spatially complete model results,
there is no evidence that the CMIP3 VOL models systematically
underestimate the spatiotemporal variability of ten-year trends
(Fig. 3a). The S10 result averaged for the three observations
(AVGOBS) is virtually identical to the average of the individual S10
statistics from the VOL models.

As expected, the spatiotemporal variability of both models and
observations is systematically larger in1TSS (Fig. 3b). The observed
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Human-induced global ocean warming
on multidecadal timescales
P. J. Gleckler1*, B. D. Santer1, C. M. Domingues2,3, D. W. Pierce4, T. P. Barnett4, J. A. Church3,
K. E. Taylor1, K. M. AchutaRao5, T. P. Boyer6, M. Ishii7 and P. M. Caldwell1

Large-scale increases in upper-ocean temperatures are ev-
ident in observational records1. Several studies have used
well-established detection and attribution methods to demon-
strate that the observed basin-scale temperature changes
are consistent with model responses to anthropogenic forc-
ing and inconsistent with model-based estimates of natural
variability2–5. These studies relied on a single observational
data set and employed results from only one or two mod-
els. Recent identification of systematic instrumental biases6

in expendable bathythermograph data has led to improved
estimates of ocean temperature variability and trends7–9 and
provide motivation to revisit earlier detection and attribution
studies. We examine the causes of ocean warming using these
improved observational estimates, together with results from
a large multimodel archive of externally forced and unforced
simulations. The time evolution of upper ocean temperature
changes in the newer observational estimates is similar to
that of the multimodel average of simulations that include the
effects of volcanic eruptions. Our detection and attribution
analysis systematically examines the sensitivity of results to
a variety of model and data-processing choices. When global
mean changes are included, we consistently obtain a positive
identification (at the 1% significance level) of an anthropogenic
fingerprint in observed upper-ocean temperature changes,
thereby substantially strengthening existing detection and
attribution evidence.

We examine volume average temperature anomalies (1T ) for
the upper 700m of the global ocean (see Methods). Figure 1a
compares uncorrected observational 1T estimates ISH-UNCOR
(ref. 10) and LEV-UNCOR (ref. 11) with improved versions,
ISH (ref. 8) and LEV (ref. 9), which incorporate corrections for
expendable bathythermograph (XBT) biases. The bias-corrected
temperature analysis7 from a third group (DOM) is also shown.
Bias corrections have a substantial impact on the time evolution
of 1T , particularly during the 1970s–1980s, when they markedly
reduce spurious decadal variability.

As shown below, these bias adjustments have important
implications for detection and attribution (D&A) studies. Although
there are no significant differences between the 1T trends (which
range from 0.022 to 0.028 �C per decade) in the three improved
observational data sets, Fig. 1a illustrates that substantial structural
uncertainties remain. The impact of different XBT bias corrections
is a major source of this uncertainty12.

1Program for Climate Model Diagnosis and Intercomparison, Lawrence Livermore National Laboratory, Mail Code L-103, 7000 East Avenue, Livermore,
California 94550, USA, 2Antarctic and Climate Ecosystems Cooperative Research Centre, Hobart, Australia, 3Centre for Australian Weather and Climate
Research and Wealth from Oceans Flagship, CSIRO Marine and Atmospheric Research, GPO Box 1538, Hobart, Tasmania 7001, Australia, 4Climate
Research Division, Scripps Institution of Oceanography, Mail Stop 0224, La Jolla 92093, USA, 5Indian Institute of Technology, Delhi 110 016, India,
6National Oceanographic Data Center, National Oceanic and Atmospheric Administration, Silver Spring 20910, USA, 7Climate Research Department,
Meteorological Research Institute, 1-1, Nagamine, Tsukuba, Ibaraki 305-0052, Japan. *e-mail: gleckler1@llnl.gov.

Another important component of observational uncertainty
relates to the sparseness of ocean temperature measurements and
to the different methods used to objectively infill data where
and when measurements are not available13–15. ISH and LEV use
objective mapping techniques to carry out infilling, generating
anomalies that are biased towards zero in data-sparse regions.
The infilling method of DOM employs statistics of observed
ocean variability estimated from altimeter data. We compare the
spatially complete infilled estimates (1TIF) with subsampled 1T
data (1TSS) restricted to available in situ measurements (see
Methods). Not surprisingly, the 1TSS variability in Fig. 1b is
greater than that of 1TIF, particularly at the times/locations of the
sparsest sampling (early in the record and in the southern oceans;
Supplementary Fig. S1).

We use results from phase 3 of the Coupled Model Intercom-
parison Project (CMIP3; seeMethods and Supplementary Informa-
tion) to obtain information on the behaviour of 1T in unforced
(control) simulations and in externally forced twentieth-century
runs (20CEN). External forcing is by a variety of anthropogenic
factors (primarily greenhouse gases and sulphate aerosols). In some
models, the applied forcing also includes natural changes in volcanic
aerosols and solar irradiance. The seven CMIP3 models (with the
data required for our analysis) incorporating the effects of volcanic
eruptions (VOL) in the 20CEN simulations uptake less heat than
the six that do not (NoV)16.

Accounting for residual simulation drift (see Methods), the
multimodel VOL global mean1T time series are within the spread
of observational estimates over the entire observational record,
whereas the warming in the NoVmultimodel average is larger than
observed in the most recent decades (Fig. 1c). Twenty-first-century
1T changes in CMIP3 future projections are also shown17, and are
based on the SRES A1B scenario from the Intergovernmental Panel
on Climate Change Special Report on Emissions Scenarios (SRES).
The small discontinuity between the 20CEN and SRES A1B results
arises because fewer simulations are available for the scenario runs
and forcing discontinuities are known to exist in some simulations18
(see Supplementary Information). Note that inclusion of volcanic
forcing increases the simulated variability7,15,19.

Figure 2 shows linear trends over 1960–1999 in observed and
simulated 1TSS and 1TIF data. Results are for global averages
and each of the six ocean basins. Observed 1TIF trends are
generally smaller than their 1TSS counterparts, probably because
the 1TIF results are biased low in data-sparse regions. Note
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Figure 1 |Global mean 1T (0–700m) with respect to a 1957–1990
climatology. a, Estimates of Domingues et al.7 (DOM), Ishii et al.8 (ISH)
and Levitus et al.9 (LEV), all of which have been corrected for XBT biases.
Earlier (uncorrected) estimates of Ishii et al.10 (ISH-UNCOR) and
Levitus et al.11 (LEV-UNCOR) are also shown. b, ISH and LEV 1TIF (solid
lines) and 1TSS (dotted lines) results. c, Recent observed 1T estimates
compared with the CMIP3 20CEN MMR for the subsets of models
including VOL and NoV. MMR results are also shown for the CMIP3 SRES
A1B scenarios, constructed from the same VOL and NoV subsets defined
by the 20CEN models. The SRES A1B results include fewer model
simulations than were available in the 20CEN MMRs. All time series are
computed from spatially complete data, except the dotted lines in b. For
visual display purposes only, all observational data are five-year
running averages.

that in both models and observations, the Atlantic warming is
larger than in the Pacific.

The 20CEN multimodel response (MMR) trends are more
sensitive to the inclusion or neglect of volcanic forcing than to
the use of spatially complete or subsampled data (Fig. 2). In
most cases, the NoV 1TSS and 1TIF trends are larger than the
corresponding observed estimates, whereas the VOL model results
are bounded by the observational data. Recent evidence suggests
that the century-scale 1T changes in the VOL simulations may be
biased low as a result of the neglect of pre-Krakatoa eruptions20, but
this will have little impact on the spatial structure of our normalized
fingerprint (see below).

Before conducting our D&A analysis, it is important to verify
that the models used here do not systematically underestimate
natural variability, particularly on decadal timescales relevant to
the detection of a slowly evolving ocean-warming signal. Such
comparisons are hampered by the relatively short length of existing
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Figure 2 |Observed and simulated least-squares linear trends in 1T over
1960–1999. Results are for global mean 1T and for 1T in six individual
ocean basins. CMIP3 20CEN MMRs are based on different choices of
applied external forcings (black bars for NoV, grey bars for VOL) and data
coverage (spatially complete model data as solid bars; subsampled model
data as checkered bars). Observations include infilled (solid lines) and
subsampled (dashed lines) estimates for both Ishii et al.8 and
Levitus et al.9. Domingues et al.7 estimates are available only for the infilled
case. North Atlantic, NAtl; South Atlantic, SAtl; North Pacific, NPac; South
Pacific, SPac; North Indian, NInd; South Indian; SInd.

observational 1T estimates. Similar comparisons with longer
observational sea surface temperature records21 show no evidence
that CMIP3 models systematically underestimate observed sea
surface temperature variability on 5–20-year timescales.

Here, we use the variability metrics S5 and S10 to compare the
combined spatiotemporal variability of simulated and observed
five- and ten-year trends, respectively. This is done separately
for 1TSS and 1TIF. For each ocean basin (and for the global
mean), non-overlapping L-year trends in the 1T time series,
where L is length in time, are pooled together and the standard
deviation is computed from the pooled samples (see Methods).
For ten-year trends over 1960–1999, for example, there are 28
samples (four non-overlapping ten-year trends ⇥ seven regions).
Because volcanic eruptions contribute to multiyear variability7,15,19,
the 20CEN VOL simulations (rather than the control runs) are
the most appropriate integrations for comparing the amplitude of
simulated and observed spatiotemporal variability.

With infilled observations and spatially complete model results,
there is no evidence that the CMIP3 VOL models systematically
underestimate the spatiotemporal variability of ten-year trends
(Fig. 3a). The S10 result averaged for the three observations
(AVGOBS) is virtually identical to the average of the individual S10
statistics from the VOL models.

As expected, the spatiotemporal variability of both models and
observations is systematically larger in1TSS (Fig. 3b). The observed
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[17] The signal strengths obtained when human effects on
climate are included are much stronger and well separated
from zero (Figure 2). There is considerable scatter in the model
results, more than seen in the pre-industrial control run, which
reflects a range of climate sensitivity and differences in forcing
(particularly indirect aerosol effects) across the models. The
multi-model ensemble average signal strength (heavy black
dots) is consistent with observations for all variables (salinity,
temperature, and joint temperature/salinity), given the uncer-
tainties. We conclude that observed changes in the ocean’s
salinity and temperature fields are consistent with the changes
expected due to human forcing of the climate.

3.4. Joint Temperature and Salinity
[18] Comparing the individual salinity (S) and temperature

(T) results to the joint T/S analysis (Figure 2), it can be seen
that simultaneously using different variables that are physi-
cally linked increases the signal strength. Since S and T
noise is not perfectly correlated, it becomes even less likely
internal variability alone could explain the joint, multi-
decadal T and S changes. The multi-model median signal
strength increases from 5.5 (salinity) and 9.0 (temperature)
to 9.8 ( joint T/S). The observed signal strength rises as well,
from 4.8 and 8.6 (for S and T) to 9.2 (for joint T/S).

Figure 1. Basin zonal-mean trends of salinity (upper, PSS-78/50 yrs) and temperature (lower, !C/50 yrs) averaged in the
(left) Pacific, (middle) Atlantic, and (right) Indian ocean basins. For each variable, (top) the Levitus observations are shown,
and (bottom) the ensemble averaged model result are shown. Note the non-linear depth scale.
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[17] The signal strengths obtained when human effects on
climate are included are much stronger and well separated
from zero (Figure 2). There is considerable scatter in the model
results, more than seen in the pre-industrial control run, which
reflects a range of climate sensitivity and differences in forcing
(particularly indirect aerosol effects) across the models. The
multi-model ensemble average signal strength (heavy black
dots) is consistent with observations for all variables (salinity,
temperature, and joint temperature/salinity), given the uncer-
tainties. We conclude that observed changes in the ocean’s
salinity and temperature fields are consistent with the changes
expected due to human forcing of the climate.

3.4. Joint Temperature and Salinity
[18] Comparing the individual salinity (S) and temperature

(T) results to the joint T/S analysis (Figure 2), it can be seen
that simultaneously using different variables that are physi-
cally linked increases the signal strength. Since S and T
noise is not perfectly correlated, it becomes even less likely
internal variability alone could explain the joint, multi-
decadal T and S changes. The multi-model median signal
strength increases from 5.5 (salinity) and 9.0 (temperature)
to 9.8 ( joint T/S). The observed signal strength rises as well,
from 4.8 and 8.6 (for S and T) to 9.2 (for joint T/S).

Figure 1. Basin zonal-mean trends of salinity (upper, PSS-78/50 yrs) and temperature (lower, !C/50 yrs) averaged in the
(left) Pacific, (middle) Atlantic, and (right) Indian ocean basins. For each variable, (top) the Levitus observations are shown,
and (bottom) the ensemble averaged model result are shown. Note the non-linear depth scale.
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human effects on the world’s oceans. Rather, the temperature
detection and attribution results are relatively insensitive to
uncertainties associated with measurement biases [cf. Lyman
et al., 2010], consistent with Gleckler et al. [2012].

3.6. Detection and attribution as a function of depth
[20] Figure 3 shows the signal strengths when the D&A

analysis is performed as a function of depth, where the fin-
gerprint and signal strengths are calculated independently at
each depth level. The salinity signal is distinct from natural
variability (p < 0.05), either internal or external (solar and
volcanic fluctuations) to the climate system, over the top
125 m (solid red dots). The temperature signal is distinct
from natural variability over the top 300 m, and has a
stronger signal than salinity in the upper 250 m of the water
column. For both temperature and salinity, observed values
nearly always fall within the central 25th–75th percentile of
the model distribution. As previously, the joint T/S signal is
stronger than found in either S or T separately.

4. Summary

[21] The ocean’s salinity field is a logical place to look
for changes in the hydrological cycle, since it is driven

by evaporation, precipitation, and runoff, integrates high-
frequency weather variability, and covers 71% of the Earth’s
surface. We have performed a formal detection and attribution
analysis of observed upper level (0–700 m) changes in the
ocean’s salinity (S) and temperature (T) fields, taken both
individually and jointly, from 60!S to 60!N, over the period
1955–2004. The observations were compared to over
11,000 years of model simulations from 20 of the newest
generation of global climate models. The results show there
has been a detectible change in the ocean’s global salinity
field, and the observed changes are inconsistent with natural
causes, either internal to the climate system (such as the
El Niño/Southern Oscillation and the Pacific Decadal Oscilla-
tion) or external (the sun, volcanoes). Changes are consistent
with those expected from human effects on the climate, which
arise primarily from anthropogenically-induced changes in
greenhouse gases and aerosols. Similar results are found for the
temperature field. When salinity and temperature changes are
analyzed together, an even stronger signature of human forcing
on the ocean emerges. These results add to the evidence that
human forcing of the climate is already taking place, and
already changing the climate in ways that will have a profound
impact on people throughout the world in coming decades.

Figure 3. Detection and attribution diagram as a function of depth (m). Green shaded area: 95% confidence interval of sig-
nal strengths from natural internal climate variability, estimated from the control model runs with no anthropogenic forcing.
Red dots: observations, plotted as solid red if the value is inconsistent with natural internal climate variability (p < 0.05), and
open otherwise. (top) Blue shaded box and whiskers show the distribution of signal strengths when the models include both
human (anthropogenic greenhouse gases and aerosols) and natural external (solar and volcanic) forcing. (bottom) Tan box
and whiskers show the signal strength when only natural external forcing is included.

PIERCE ET AL.: OCEAN SALINITY DETECTION AND ATTRIBUTION L21704L21704
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Fingerprin;ng	  Human	  Induced	  Changes

Pierce	  et	  al.	  2012



Yool	  et	  al.	  2007

Human	  Induced	  Changes	  in	  Ocean	  pH





Oxygen	  Trends	  @300m	  1960-‐2010	  

mol	  kg-‐1	  yr-‐1

Climate	  Changes	  impacts	  on	  Oxygen

Is	  the	  Ocean	  loosing	  oxygen?	  

source:	  Stramma	  et	  al.	  GEOMAR
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Figure 7
Dissolved O2 in the western North Pacific in the Oyashio Current region (∼39◦–42◦N, 143◦–145◦E) (Ono
et al. 2001, Watanabe et al. 2003), in eastern North Pacific at Station P (50◦N, 145◦W) (Whitney et al.
2007), and in the eastern equatorial Pacific (3◦S–3◦N, 105◦–115◦W) (Stramma, pers. commun.). The points
at Station P are calendar year averages (based on daily data provided by Whitney, pers. commun.). Inset:
Lagged correlation between eastern and western O2 time series. Top Panel (blue): Interhemispheric gradient
in atmospheric potential oxygen (APO) (north minus south) from the Scripps O2 program. Northern value
from average of Alert Station (82◦N, 63◦W) and La Jolla (33◦N, 117◦W). Southern value from Cape Grim
(41◦S, 145◦E). APO points are annual averages shown at 6-month intervals. Time of maxima nodal tide
(based on K1 amplitude) also shown, with dotted lines to show phase relationships.

Tropical Oceans
Stramma et al. (2008) constructed 50-year time series of O2 in selected regions of OMZs in the
tropical Atlantic, Pacific, and Indian oceans using both historical and recent observations. In the
Atlantic and Pacific, downward trends in O2 of 0.9 to 3.4 µmol kg−1 decade−1 were found in the 300
to 700 m layer, accompanied by a vertical expansion of the zone of hypoxia, including a shoaling
of the depth of the 60 µmol kg−1 horizon from 245 to 170 m in the eastern Pacific region. In the
tropical Indian Ocean, the trends found by Stramma were not significant. Stramma et al. speculate
that a combination of thermal, biological, and dynamical factors may be involved in the tropical
changes. Brandt et al. (P. Brandt, V. Hormann, A. Körtzinger, M. Visbeck, G. Krahmann, et al.,
unpublished paper) found a significant weakening in the eastward, north-equatorial jet at 9◦N
in the Atlantic between the periods 1972–1985 and 1999–2008 that was associated with reduced
oxygen supply to the eastern tropical North Atlantic. A possible explanation may be changes in the

www.annualreviews.org • Ocean Deoxygenation in a Warming World 215

A
nn

u.
 R

ev
. M

ar
in

e.
 S

ci
. 2

01
0.

2:
19

9-
22

9.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

by
 U

ni
ve

rs
ity

 o
f C

al
ifo

rn
ia

 - 
Sa

n 
D

ie
go

 o
n 

11
/1

4/
12

. F
or

 p
er

so
na

l u
se

 o
nl

y.

Climate	  Changes	  impacts	  on	  Oxygen

Is	  the	  Ocean	  
loosing	  oxygen?	  

Long-‐term	  Observa;ons	  in	  the	  Pacific

Keeling	  et	  al.,	  2010



Warming, reduced ventilation from stratification and circulation 
changes may contribute to an expansion of the OMZs

Expanding	  Oxygen	  Minimum	  Zones	  (OMZ)

Expansion	  of	  OMZ
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INTRODUCTION
A potentially serious consequence of global warming that has gained attention only recently
is a decrease in the dissolved O2 content of the world’s oceans. The loss of dissolved O2, or
“deoxygenation,” is predicted, not just because O2 is less soluble in warmer water but also because
global warming may increase upper ocean stratification, thereby reducing the O2 supply to the
ocean interior (Sarmiento et al. 1998, Matear et al. 2000, Plattner et al. 2001, Bopp et al. 2002,
Keeling & Garcia 2002).

Systematic deoxygenation of the ocean will have widespread consequences. O2 plays a direct
role in the biogeochemical cycling of carbon, nitrogen, and many other biogeochemically impor-
tant elements (P, Fe, Mn, etc.). O2 is also fundamental for all aerobic life, including organisms
living in the dark ocean interior. If the oceans were to stagnate, many regions of the ocean interior
would become devoid of O2 in a matter of decades due to the continual consumption of O2 by
deep-dwelling organisms (Feely et al. 2004, Whitney et al. 2007).

The sensitivity of organisms, particularly macroorganisms, to low O2 is highly nonlinear. Most
organisms are not very sensitive to O2 levels as long as the concentrations are high enough. But
once O2 drops below a certain threshold, the organism suffers from a variety of stresses, leading
ultimately to death if the concentrations stay too low for too long. Such conditions are termed hy-
poxic. Thresholds for hypoxia vary greatly between marine taxa, with fish and crustaceans tending
to be the most sensitive, as shown in Figure 1 (Vaquer-Sunyer & Duarte 2008). A typical threshold
for hypoxia is approximately 60 µmol kg−1 (Gray et al. 2002); zones with lower O2 are effectively
“dead zones” for many higher animals. As a complication, the thresholds for hypoxia typically
depend, not just on O2 levels, but also on levels of CO2 and temperature. The consequences of
deoxygenation in a warming world must therefore be considered in close concert with the effects
of warming and acidification (Pörtner & Farrell 2008, Brewer & Peltzer 2009).

At very low O2 concentrations, major changes in biogeochemical cycling occur. When O2

drops below ∼5 µmol kg−1, nitrate becomes important in respiration, eventually replacing O2 as

0 50 100 150 200 250 300

Crustacea

Fishes

Bivalva

Gastropoda

Median lethal oxygen concentration (µmol L–1)

Figure 1
Median lethal oxygen concentration (LC50, in µmol L−1) among four different taxa. The box runs from the
lower (Q1, 25%) to the upper (Q3, 75%) quartile and also includes the median (thick vertical line). The range
of data points not considered outliers is defined as 1.5 times the difference between the quartiles (Q3–Q1),
also known as interquartile range (IQR). The whiskers show the location of the lowest and highest datum
within this range, i.e., 1.5 ∗ IQR. Shaded diamonds are outliers as per this definition. Redrawn after
Vaquer-Sunyer & Duarte (2008). Copyright (2008) National Academy of Sciences, U.S.A.
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Sensi;vity	  of	  Ocean	  Taxa	  to	  Oxygen

Keeling	  et	  al.,	  2010



Coastal	  Hypoxia:	  The	  Dead	  Zones

1.	  Spring	  Stra;fica;on	  
from	  hea)ng	  and	  
freshwater

2.	  Nitrogen	  Inputs	  &	  Blooms	  

to	  the	  surface	  (e.g.	  river	  
runoff	  or	  upwelling)	  trigger	  
blooms
Flux	  of	  organic	  ma=er	  to	  the	  
deep

3.	  Respira;on
	  of	  organic	  induces	  
oxygen	  deple)on	  in	  
the	  deep



Costal Hypoxia is increasing leading to Dead Zones

Climate	  Changes	  impacts	  on	  Oxygen

✤ Increase the amount of bioavailable nitrogen runoff
✤ Expansion of OMZs

Causes



Physical	  and	  chemical	  changes	  have	  strong	  direct	  and	  indirect	  
effects	  on	  the	  physiology	  and	  behavior	  of	  marine	  organisms.

Ecosystem	  Response	  to	  Climate

Types	  of	  Response:

✦ Physiological	  responses
✦ Popula)on	  and	  Community	  Responses
✦ Ecosystem	  Structure	  and	  Func)on



Physiological	  Responses

Environmental	  Change	  /	  Types	  of	  Response:

✦ Temperature	  &	  Oxygen	  -‐-‐>	  Metabolic	  Rates	  Constraint
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  adapta%on,	  migra%on	  or	  ex%nc%on

✦ Ocean	  Acidifica;on	  -‐-‐>	  Calcifica;on
	  	  	  	  	  	  	  	  	  	  	  	  lost	  of	  biogenic	  habitats	  (e.g.	  corals	  reefs	  and	  oyster	  beds)
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  altera%on	  of	  food	  webs	  (e.g.	  pteropods	  and	  mollusks)

changes	  in	  global	  bio-‐geochemical	  cycles	  (e.g.	  coccolithophore	  algae)



Physiological	  Responses

Environmental	  Change	  /	  Types	  of	  Response:

✦ Temperature	  &	  Oxygen	  -‐-‐>	  Metabolic	  Rates	  Constraint
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  adapta%on,	  migra%on	  or	  ex%nc%on

Define:
Metabolic	  Index	  =

Oxygen	  Supply

Oxygen	  Demand	  
(depends	  also	  on	  Temperature)



� =1.6 

Distribu2on*data:*Cod*

Cod Characteristics: 
 
Depth of habitat 

 0-400m 
Mass at maturity 

 500-1500g 
Range of �crit  

 1.3-2.6 
 

Distribution data from Fishbase.org 

F	  =	  Metabolic	  Index	  (contour	  maps)

courtesy	  of	  C.	  Deutsch	  (UCLA)
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� =1.6 

Western Population 
Migrates  
From ~37oN in winter 
To ~41oN in summer 

Eastern Population 
Migrates  
Surface in spring/winter 
To ~250 m in summer/fall 

Seasonal*Migra2on**
Metabolic	  Index	  (contour	  maps)

courtesy	  of	  C.	  Deutsch	  (UCLA)
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� =2.2 

Species*Distribu2on:*Seabream**

Seabream Characteristics: 
 
Depth of habitat 

 0-60m 
Mass at maturity 

 300-900g 
Range of �crit  

 1.6-4.0 
 

Distribution data digitized from Andriashev 1986 
            and Van Neer 1997   

Metabolic	  Index	  (contour	  maps)

courtesy	  of	  C.	  Deutsch	  (UCLA)
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� =1.9 

Species*Distribu2on:*Eelpout**

Eelpout Characteristics: 
 
Depth of habitat 

 0-40m 
Mass at maturity 

 100-300g 
Range of �crit  

 1.4-3.3 
 

Distribution data digitized from Svetodvidov 1986  

Metabolic	  Index	  (contour	  maps)

courtesy	  of	  C.	  Deutsch	  (UCLA)
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Climate*Projec2ons*
Projected T, O2 changes in 2071-2100, 0-400m  

IPCC Earth System Model mean, RCP8.5 scenario 

Warming is global, deoxygenation is extra-tropical. 

Climate	  Change	  impacts	  on	  Metabolic	  Index

Temperature Dissolved	  O2

courtesy	  of	  C.	  Deutsch	  (UCLA)
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Global mean 
Decrease ~20% 
 
Northern High  
Latitudes ~40% 

Climate	  Change	  impacts	  on	  Metabolic	  Index

courtesy	  of	  C.	  Deutsch	  (UCLA)
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Globally, warming and deoxygenation contribute ~15% and 
5% reduction of metabolic index, respectively.  The role of O2 
is greater in the Pacific, where O2 is already lower. 

Climate	  Change	  impacts	  on	  Metabolic	  Index
courtesy	  of	  C.	  Deutsch	  (UCLA)
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**
Habitat 
Loss 

Habitat Loss 
(slope, annual) 

Metabolic*Habitat*Loss*

Cod 
-24% 

Seabream 
-14% 

Eelpout 
-26% 

Rock Crab 
-22% 

Relative change in habitable thickness (%) 

Climate	  Change	  impacts	  on	  Metabolic	  Index

courtesy	  of	  C.	  Deutsch	  (UCLA)



Physiological	  Responses

Environmental	  Change	  /	  Types	  of	  Response:

✦ Temperature	  &	  Oxygen	  -‐-‐>	  Metabolic	  Rates	  Constraint
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  adapta%on,	  migra%on	  or	  ex%nc%on

✦ Ocean	  Acidifica;on	  -‐-‐>	  Calcifica;on
	  	  	  	  	  	  	  	  	  	  	  	  lost	  of	  biogenic	  habitats	  (e.g.	  corals	  reefs	  and	  oyster	  beds)
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  altera%on	  of	  food	  webs	  (e.g.	  pteropods	  and	  mollusks)

changes	  in	  global	  bio-‐geochemical	  cycles	  (e.g.	  coccolithophore	  algae)



Photos	  of	  sclerac)nian	  
coral	  Oculina	  patagonica	  
aOer	  being	  maintained	  
for	  12	  months	  in	  (a)	  
normal	  seawater	  (pH	  =	  
8.2)	  and	  (b)	  acidified	  
seawater	  (pH	  =	  7.4).	  
From	  Fine	  &	  Tchernov	  
(2007).	  Reprinted	  with	  
permission	  from	  AAAS

Ocean	  
Acidifica;on	  
Forecasts

Acidifica)on	  may	  
impact	  calcifica)on	  

in	  Corals

normal	  seawater

acidified	  seawater



Ocean	  
Acidifica;on	  
Forecasts

Acidifica)on	  may	  
impact	  calcifica)on	  

in	  Corals



Environmental	  Change	  /	  Types	  of	  Response:

✦ Phenology	  -‐-‐>	  Growing	  Season
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  changes	  in	  primary	  produc%vity	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  and	  predator/prey	  interac%on,	  changes	  in	  net	  biomass	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

✦ Ocean	  Warming	  -‐-‐>	  Species	  Range
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  shi@s	  in	  species	  distribu%ons	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  and	  niche	  boundaries	  (e.g.	  invasions)
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  changes	  in	  compe%%on	  and	  local	  ex%nc%ons

Popula;on	  and	  Community	  Responses



Environmental	  Change	  /	  Types	  of	  Response:

✦ Phenology	  -‐-‐>	  Growing	  Season
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  changes	  in	  primary	  produc%vity	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  and	  predator/prey	  interac%on,	  changes	  in	  net	  biomass	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

Popula;on	  and	  Community	  Responses
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and both climate variability and climate change have
been related to phenological variation.

Observed responses of individual species, however,
are just a starting point in understanding change in
complex marine ecological systems that may result
from climate variability, ocean warming and other
forms of anthropogenic climate change (e.g. change in
wind strength and circulation). While organisms may
respond to ocean warming by advancing — or delay-
ing, both situations have been observed, even in the
same locality (Byrd et al. 2008) — seasonal timing,
there are physiological, evolutionary, and ecological
reasons to expect that different species will change at
varying rates (Visser et al. 2004, Visser & Both 2005,
Parmesan 2006). Indeed, some studies of warming
impacts in disparate communities worldwide have
found that previously tight trophic coupling (i.e. feed-
ing or mutualistic interactions) between predator and
prey, herbivore and food plant, parasite and host, have
been disrupted because the resource (prey or host) is
not available at the right time or place, i.e. climate
change has caused a ‘mismatch’ in phenology
(Stenseth & Mysterud 2002, Gremillet et al. 2008).
Changes in important ecological interactions such as
predator–prey relationships could have fitness conse-
quences, thereby ultimately affecting populations and
communities. For example, a reduction in foraging effi-
ciency could cause a decline in key demographic
attributes (e.g. annual reproductive success) leading to
poor recruitment and population decreases in future
years. If persistent, decoupling of trophic linkages
could have severe impacts on marine ecosystem orga-
nization and functions. Cushing (1990) suggested that
the degree of ‘match–mismatch’ between predator and

prey in time or space is a key influence on fisheries
recruitment, affecting fish biomass and fisheries yield,
and a number of studies have related the loss of
groundfish in the North Atlantic (cod) to trophic mis-
matches with their prey (large calanoid copepods)
(Beaugrand et al. 2003).

It is critical, therefore, that upper trophic level preda-
tors adjust energy-intensive phases of their life cycle
(e.g. migration, reproduction) to periods of maximum
food availability within each year. The overlap in
predator activities/needs and prey availability is influ-
enced by both the timing and abundance of the prey
(Fig. 1). Mid-trophic-level forage fish, squids, and zoo-
plankton should also time their breeding schedules to
coincide with the intra-seasonal peak of their prey
(including micro-zooplankton and phytoplankton)
availability. With ocean warming, and the multiple
food web links involved, severe trophic mismatches
between supply and demand may develop if the timing
of multiple trophic levels responds to climate change in
different ways.

With this background in mind, we convened a sym-
posium entitled ‘Phenology and climate change in the
North Pacific: implications of variability in the timing
of zooplankton production to fish, seabirds, marine
mammals, and fisheries (human)’ on 2 November 2007
at the 16th Annual Meeting of the North Pacific Marine
Science Organization (PICES) in Victoria, Canada. The
contributions to this Theme Section by Batten &
Mackas (2009), Schroeder et al. (2009), and Watanuki
et al. (2009) were originally presented in that topic ses-
sion. Additional papers were solicited to provide a
broader survey of phenological impacts on top marine
predators.
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Fig. 1. Schematic of how phenology (timing) and relative abundance (biomass) affect the degree of trophic match-mismatch (after
Durant et al. 2005). The key variable is the degree of trophic overlap of predator needs (continuous line) and prey availability
(dashed line) in time and space. Dashed curves reflect biomass of prey (height) and seasonality of prey abundance (position 
of maximum). Reproductive success and other demographic traits will be high when there is great trophic overlap (grey 

area under curves)

Phenology:	  Timing	  of	  seasonal	  cycle

Predators
Prey/Food
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Ocean	  Transport	  and	  Species	  Composi;on
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Figure 1: Correlation between zooplankton species distribution 

and PDO. (A) The PDO index. (B) Anomalies in Zooplankton 
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wind system. Consequently, the Peruvian upwelling is
traditionally described as being driven directly by the
Pacific trade winds (Paulik, 1971). While different ana-
lyses of the 20th century data give conflicting results
(Cane et al., 1997; Vecchi et al., 2006), a recent analysis of
climate model simulations has concluded that the trade
winds in the equatorial Pacific have weakened in re-
sponse to the progressive build up of atmospheric
greenhouse gases (Vecchi et al., 2006). Accordingly, there
is concern that the Peruvian coastal upwelling system
may weaken in the future.

Opposing this particular concern are earlier premises
(Bakun, 1990; Diffenbaugh et al., 2004) that predict
intensification of coastal upwelling in major upwelling
zones of the world as atmospheric greenhouse gas
concentrations increase. Moreover, corroboration of this
prediction appears to be unfolding as credible paleose-
dimentary studies accrue (Otto-Bliesner et al., 2003;
McGregor et al., 2007; Gutiérrez et al., 2009) and histor-
ical time series of recorded observations continue to
lengthen (Bakun, 1992; Schwing & Mendelssohn, 1997).
However, climate model simulations have not provided

consistent corroboration (Wang et al., 2009), which has
tended to block credence in the intensification prog-
nosis.

Intensification mechanism

Throughout the world’s oceans, coastal upwelling tends
to operate predominately during the ‘heating portions’
of the year (spring and summer in subtropical latitudes,
year-round in tropical latitudes) when, because of
the much greater heat storage capacity of ocean waters
compared with land surfaces, air temperature over
a coastal landmass tends to increase relative to that
over the adjacent sea. This causes a strong pressure
gradient to form between a thermal low-pressure cell
that develops over the heated land surface and the
higher pressure existing over the cooler ocean
(Fig. 1a). This cross-shore pressure gradient supports
an alongshore geostrophic wind that drives an offshore-
directed Ekman transport of surface waters. When the
surface waters are thereby forced offshore from the
solid coastal boundary on spatial scales too large for

Ekman
transport
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W
ind stress

Ocean Continent
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(thermal)

low pressure
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Fig. 1 Diagram of the upwelling intensification mechanism: (a) a ‘thermal’ low-pressure cell builds up over the coastal landmass due to

heating of the continental surface relative to the more slowly heating ocean, exerting equatorward geostrophic wind stress on the sea

surface that, in turn, drives offshore-directed Ekman transport of ocean surface water and corresponding upwelling of deeper waters

required to replace the surface waters transported offshore; (b) buildup of greenhouse gases in the atmosphere inhibits nighttime cooling

of the heated coastlands, increasing average intensity of the coastal low-pressure cell and associated upwelling-favorable wind, which in

terms drives increases in offshore surface transport and in resulting upwelling. (A southern hemisphere configuration is depicted in this

figure. The upwelling-favorable wind blows equatorward along an eastern ocean continental in either hemisphere; accordingly for a

northern hemisphere version of this figure, one would simply reverse the direction of the wind stress vector symbol while keeping all

other aspects unchanged.)
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Changes	  in	  Nutrient	  Supplies	  in	  Eastern	  
Boundary	  Upwelling	  Systems

Upwelling	  winds	  may	  intensify	  
in	  response	  to	  climate	  change

Bakun	  et	  al.	  2010
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Physical	  and	  chemical	  changes	  have	  strong	  direct	  and	  indirect	  
effects	  on	  the	  physiology	  and	  behavior	  of	  marine	  organisms.

Ecosystem	  Response	  to	  Climate

Types	  of	  Response:

✦ Physiological	  responses
✦ Popula)on	  and	  Community	  Responses
✦ Ecosystem	  Structure	  and	  Func)on

We	  have	  reviewed	  some	  examples	  of	  responses,	  however	  the	  
ecosystem	  response	  is	  more	  complex	  and	  integrated.
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Figure 1
(a) Changes in ! global mean sea level (teal line; Jevrejeva et al. 2008), " summer Arctic sea-ice area ( yellow line; Walsh & Chapman
2001), # 0–700-m ocean heat content (orange line; Levitus et al. 2009), $ sea-surface temperature (brown line; Rayner et al. 2006),
% mean ocean-surface pH (blue line; Natl. Res. Counc. 2010), and & atmosphere pCO2 (red line; Petit et al. 1999). Light purple shaded
region denotes projected changes in pH and pCO2 consistent with the Intergovernmental Panel on Climate Change’s
twenty-first-century A2 emissions scenario with rapid population growth. (b) Time series (as identified in figure key): trends in world
population (Goldewijk 2005), U.S. coastal population (Wilson & Fischetti 2010), anthropogenic nitrogen fixation (Davidson 2009),
North American marine biological invasions (Ruiz et al. 2000), global marine wild fish harvest (Food Agric. Org. U.N. 2010),
cumulative seagrass loss (Waycott et al. 2009), cumulative Caribbean coral cover loss (Gardner et al. 2003), cumulative mangrove loss
(Food Agric. Org. U.N. 2007), cumulative global hypoxic zones (Diaz & Rosenberg 2008), and global mariculture production (Food
Agric. Org. U.N. 2010). All time series in panel b are normalized to 1980 levels. Trends with <1.5-fold variation are depicted as solid
lines (left axis), and trends with >1.5-fold variation are depicted as dotted lines (right axis).
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Addi;onal	  Ecosystem	  Pressures
the	  need	  for	  an	  integrated	  approach	  to	  Ecosystem	  Structure	  and	  Func;on

Doney	  et	  al.	  2012


